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System Overview

1.1 Q.iMPACT System

The Q.iMPACT system is a factory Material Transfer Control System.  An S88 Batch Process Host sends run-time material transfer commands from batching recipes to the Q.iMPACT through an intermediate Controller.  The Controller sends commands to the Q.iMPACT cluster through ControlNet communications.  The Q.iMPACT terminals use the proprietary P&G Adaptive Predictive Control (APC) algorithms to control the movement of material in its Material Transfer Control System.  Figure 1 shows a typical architecture for a Q.iMPACT system.  

There may be up to 20 Q.iMPACT terminals, 200 measuring devices, and 1000 Material-Paths in a Q.iMPACT cluster.  “Units” are tanks or vessels that hold the materials.  The “Measuring Devices” are the physical scales and flow meters that measure the movement of material between the Units.  Each measuring device has a discrete output that is the “Final Control Element” (FCE) for turning on and off the material flow in a flow path.  A “Material-Path” identifies the unique combination of a material and a flow path along which the material moves.  A Q.iMPACT “Instrument Channel” is the logical addressing, messaging, and processing required for supporting its associated measuring device.

The Controller communicates to the Q.iMPACT cluster through “Q.iMPACT Bridge” terminals using either ControlNet or ControlNet/Ethernet/IP communications.  Q.iMPACT terminals communicate with each other through a separate TCP/IP/Ethernet link.  A Q.iMPACT Bridge terminal, which contains a ControlNet interface card, may support run-time messaging for up to 24 instrument channels located in either the local or remote terminals. 

In addition to the handling the run-time messaging, the PLC Controller may control other equipment, such as pumps, valves, mixers, and heaters, used in the batching process.  It may visually report the status of the ongoing Material Transfer operations through a Human Interface (HMI) display. And it may process alarms in case of system faults.

The Q.iMPACT normally updates the status of its Material Transfer operations cyclically once a second for reporting back to the Controller.   In case of critical events, such as, the completion of a material movement operation or an error, the Q.iMPACT updates the status immediately.  The Controller sets the rate at which the Controller cyclically reads the status.

A Windows PC Web Browser provides the operator interface to configure the terminals, instrument channels, and Material-Paths in a Q.iMPACT cluster.

Figure 1.  Typical Q.iMPACT Configuration





















1.2 Traditional JAGXTREME-to-Controller Communications

The Q.iMPACT terminal is based on the Mettler Toledo JAGXTREME terminal. For many years, the Jaguar and JAGXTREME terminals have supported PLC communications using multiple PLC protocols, including Allen-Bradley Remote I/O, Profibus, and Modbus PLUS.  In these systems, the JAGXTREME terminal reports the weight, rate, and scale status to the Controller cyclically at 17 hertz.  The data size for each scale is either four or eight bytes.  The Controller can also send scale-level commands to the JAGXTREME, such as Tare or Zero.  

The Q.iMPACT continues to support these traditional PLC message formats with the ControlNet or Ethernet/IP protocols.  You will be able to configure the Q.iMPACT to support either the Q.iMPACT message protocol, or the traditional JAGXTREME Controller message protocol, but not both simultaneously within a Q.iMPACT terminal.

2 ControlNet Messaging

The ControlNet Information Protocol (CIP) is the ControlNet logical message layer protocol.  It operates over either the ControlNet physical layer protocol or the TCP/IP/Ethernet protocol.  The Q.iMPACT supports two types of application-level messaging: Class 1 is Cyclic Messaging, and Class 3 is Shared Data Messaging.

2.1 Class 1 - Cyclic Messaging 

Class 1 or Cyclic Messaging is “scheduled” messaging that occurs at regular, “deterministic” timed intervals.  Typically, the ControlNet data-link protocol guarantees that Class 1 messages have a fixed time slot on the LAN that is always available and cannot be pre-empted.  A Controller can access the Class 1 data without specific Ladder program instructions.  Process Control systems typically use the cyclic messaging for transmitting real-time process data.

Cyclic messaging is always “connected” messaging.  Once the connection is open, it is long-lived.  Cyclic messages are continually sent across the open connection without the overhead of re-establishing the connection.

2.1.1 Assemblies

A Cyclic Message contains “Assembly” data, which is a predefined collection of data items in a specific format.  The maximum size for a cyclic message is 502 bytes.  The Q.iMPACT supports both the APC and the “traditional” I/O assemblies that exist in the standard Q.iMPACT product.  The Q.iMPACT Device Profile document defines the Assembly message formats.  The I/O Assemblies are Class Code 4 with the following instance numbers:

1 Traditional Integer Input Assembly to the Controller

2 Traditional Integer Output Assembly from the Controller

3 Traditional Floating Point Input Assembly to the Controller

4 Traditional Floating Point Output Assembly from the Controller

5 Configurable Scanned Input Assembly to the Controller

6 Configurable Scanned Output Assembly from the Controller

7 Configurable One-Shot Input Assembly to the Controller

8 Configurable One-Shot Output Assembly from the Controller

9 Traditional Extended Integer Input Assembly to the Controller

10 APC Input Assembly to the Controller 

Attribute 3 is the assembly data, and attribute 4 is the assembly length.

The Q.iMPACT uses one Cyclic Input-to-Controller Assembly, or one Cyclic Output-from-Controller Assembly, or both.  There may be one fixed-format Assembly for input to the Controller from the Q.iMPACT.  And there may be a separate fixed-format Assembly for cyclic output from the Controller to the Q.iMPACT.  

The Q.iMPACT uses only the Cyclic Input-to-Controller Assembly Message.  It is shown as Message #1 later in this document.

2.2 Class 3 – Shared Data Messaging

Class 3 or Shared Data Messaging is “unscheduled” messaging that the Controller Ladder program initiates.  ControlNet sends Class 3 messages using “non-deterministic” scheduling.  That is, the ControlNet protocol sends these messages in the next available time slot, rather than on a fixed schedule.  

Class 3 Messaging may be either connected or unconnected at the discretion of the Controller.  For connected messages, the Controller opens a connection, transmits and receives data messages across the connection, and then closes the connection.  The Controller uses unconnected messages for opening the connection, where at least four unconnected messages must pass between the Controller and the device. 

If there is a steady stream of Shared Data Messages passing between a Q.iMPACT and the Controller, it is better to maintain an open connection.  If there are a few isolated messages, then the unconnected messaging is more efficient.  However, the Controller can only use unconnected messages for routing Shared Data messages through a Q.iMPACT bridge terminal to a remote Q.iMPACT terminal.

To implement a request/response message exchange using Shared Data Messaging, the Controller Ladder program must use two MESSAGE instructions.  The Controller Ladder program first uses the MESSAGE “Set All Attributes” instruction to write the request message, and then it uses a separate MESSAGE “Get All Attributes” instruction to read the response message.

2.2.1 Shared Data Message Formats

Shared Data fields have multiple definitions and formats. There are 40,000 individual fields in the Q.iMPACT Shared Data. The maximum size for a Class 3 Message is 506 bytes.

The ControlNet protocol uses object-oriented terminology to define the message formats.  In ControlNet, the Controller queries or sets “attributes in instances of objects”.  The Q.iMPACT Device Profile document defines the mapping of Shared Data names to the ControlNet object, instance, and attribute values.  The Q.iMPACT internally converts the ControlNet names to Shared Data names.

For example, the Controller can read or write Shared Data fields at the Q.iMPACT using Shared Data Messaging.  To write a Shared Data field, the Controller supplies a “tag” that identifies the Shared Data field and the data that is to be written.  To read Shared Data, the Controller sends a list of “tags”, and the Q.iMPACT returns the contents of the Shared Data fields in a formatted message. 

The Q.iMPACT Device Profile defines two “Shared Data block” objects to implement Shared Data Messages specific to the APC functionality.  “ACM00” is the APC Command block, and “ACS00” is the APC Command Status block.  Message #2 is a command request message from the Controller to the Q.iMPACT to “Set All Attributes” in the APC Command Object.  Message #3 is a command to “Get All Attributes” in the APC Command Response Object.  The object formats are shown later in this document.

A Controller can also read the Cyclic Assembly messages through Shared Data Messaging.

2.3 No Unsolicited Messaging

Q.iMPACT cannot initiate unsolicited messages to a Controller.  We are using the AB ControlNet Toolkit for adapter-class devices to implement the Q.iMPACT ControlNet interface.  The toolkit does NOT support initiating unsolicited messages from a device to a Controller host.

2.4 Bridging in Q.iMPACT 

The Q.iMPACT bridging connects a ContolNet Information Protocol (CIP)-based network to non-CIP-based Q.iMPACT cluster network.  This capability is normally not included in an adapter-class device, but we have incorporated it in the Q.iMPACT ControlNet Interface, to allow the Controller to access Shared Data in a Q.iMPACT Remote terminal through a Q.iMPACT Bridge terminal.

The UNCONNECTED_SEND, service code 0x52, instruction enables the Controller to send messages to a device through multiple intermediate devices.  The Controller programmer must provide data in the MSG Instruction that describes the path a CIP message must take to reach the destination device.  The ControlNet Specification explains the Unconnected Send service and the message addressing.  The segment descriptor depends on the addressing scheme. The Q.iMPACT addressing scheme uses a port number and node address, requiring a two-byte segment, shown in the following table.

Q.iMPACT Unconnected Send Service Port Segment

	Byte

	0
	Q.iMPACT Cluster Port = 4

	1
	Q.iMPACT Remote Node = 1 – 20


The following example shows the CIP message parameters required for the RSLogix 5000 MSG instruction to request the scale weight from a Q.iMPACT remote terminal in a simple EtherNet/IP network.

Remote JagXtreme Messaging Example
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MSG Instruction CIP Message Parameters

	Parameter
	Value

	Service Code
	0x0E (Get_Attribute_Single)

	Class ID
	0x64 (Scale Weight Object)

	Instance ID
	0x01

	Attribute ID
	0x01 (Displayed Gross Weight)

	Communication Path
	EtherNet_IP, 2, 216.233.160.133, 4, 3


The Communication Path describes the route the message takes from the Logix 5550 PLC to the Q.iMPACT remote terminal. The comma-delimited components of the path specify the route. The arbitrary name of the 1756-ENET module within the RSLogix 5000 project is EtherNet_IP. The message originates from the Controller and reaches the ControlLogix EtherNet_IP module via the ControlLogix backplane. The next two components are a port segment instructing the EtherNet_IP module to route the message to Ethernet port 2, address 216.233.160.133. When the message reaches the EtherNet/IP Q.iMPACT bridge terminal, the last two values of the path are another port segment that indicates that the final destination is port 4, the Q.iMPACT cluster, remote node 3.

2.5 Summary of Q.iMPACT Message Formats

	Message Type
	Data Direction
	Max # 

Channels
	Bytes/

Channel
	Message

Size
	Internal Update Rate at Q.iMPACT 

	APC
	
	
	
	
	

	APC Cyclic Input
	Q.iMPACT->Controller
	24
	20
	496
	Cyclic @ 1 Hz.

Events immediately. 

	APC Shared Data Request -

Set All Attributes “ACM00”
	Controller->Q.iMPACT 
	N/A
	N/A
	60
	Controller Command

	APC Shared Data Response -

Get All Attributes “ACS00”
	Q.iMPACT->Controller
	N/A
	N/A
	20
	Controller Command

	Traditional – Non-APC
	
	
	
	
	

	Non-APC Cyclic Integer Input
	JAGXTREME->Controller
	4
	4
	16
	Cyclic @ 17 Hz

	Non-APC Cyclic Extended Integer Input
	JAGXTREME->Controller
	4
	4
	16
	Cyclic @ 17 Hz

	Non-APC Cyclic Integer Output
	Controller->JAGXTREME
	4
	4
	16
	Scan  @ 17 Hz

	Non-APC Cyclic Floating Point Input
	JAGXTREME->Controller
	4
	8
	32
	Cyclic @ 17 Hz

	Non-APC Cyclic Floating Point Output
	Controller->JAGXTREME


	4
	6
	26
	Scan  @ 17 Hz

	General Shared Data
	
	
	
	
	

	Get Attribute Single = Service 14
	Q.iMPACT->Controller
	N/A
	N/A
	Variable
	Controller Command

	Set Attribute Single = Service 16
	Controller->Q.iMPACT
	N/A
	N/A
	Variable
	Controller Command

	Get Attribute List = Service 3
	Q.iMPACT->Controller
	N/A
	N/A
	Variable
	Controller Command

	Set Attribute List  = Service 4
	Controller->Q.iMPACT 
	N/A
	N/A
	Variable
	Controller Command

	Get All Attributes = Service 1
	Q.iMPACT->Controller
	N/A
	N/A
	Variable
	Controller Command

	Set All Attributes = Service 2
	Controller->Q.iMPACT 
	N/A
	N/A
	Variable
	Controller Command


3 ControlNet Host Messaging

3.1 ControlLogix PLC

The ControlLogix PLC supports one Class 1 messaging connection and one Class 3 messaging connection per remote node. The ControlNet Bridge (CNB) that plugs into the PLC Backplane supports 64 total connections.

3.2 ProcessLogix DCS

The ProcessLogix DCS supports one Class 1 messaging connection and one Class 3 messaging connection per remote node. The ControlNet Bridge (CNB) that plugs into the DCS Backplane supports 64 total connections.

3.3 Honeywell Plantscape C200 DCS 

The Honeywell Plantscape C200 DCS supports both Class 1 connected messaging and Class 3 connected and unconnected messaging protocols at the Application level.  Plantscape supports only unscheduled messaging at the Data Link level, which, in the 7-layer OSI model, executes the scheduled vs. unscheduled messaging.

In Plantscape Release 300, the Exchange Block Library supports sending I/O data to a named CIP object.  Honeywell will provide a short high-level description of the existing Exchange Block functionality.

Honeywell is proposing a new set of function blocks based on the Exchange Block Library that will provide an I/O path to the Q.iMPACT.  There would be a “channel block” for each device.  Because the Q.iMPACT performs the APC algorithm processing, the new function blocks do not need any special processing algorithms.  The first release of the Q.iMPACT Exchange Block Library functions would only run on Plantscape.

The Plantscape DCS supports five of levels of access to parameters:

· View only - parameters that you cannot change.

· Configure - parameters that configure a device only.

· Operator – parameters that an operator can change.

· Engineer – parameters that a supervisor/engineer/manages can change, but the operator cannot change.

· Program – parameters that a control algorithm can change, but that no human can change.

3.4 PLC 5

The Rockwell PLC 5 with a Series F Revision C.1, or later, controller board can communicate to the Q.iMPACT via ControlNet.   The PLC 5 supports the following CIP features:

· Class 1, Connected, Scheduled messaging.

· The ControlNet I/O (CIO) command supports connected, unscheduled, explicit messaging, using ControlNet Object, Instance, and Attributes ID’s.

4  Ethernet/IP Host Messaging

The Ethernet/IP Protocol uses the Control Information Protocol (CIP) message layer over TCP/IP/Ethernet communications protocol.

The ControlLogix 5550 PLC supports Ethernet/IP Messaging, using the RSLogix Version 7 PLC Programming Software.  RSLogix supports Class 1 and Class 3 messaging, but it uses IP/Multicasting to support Class 1 Messaging.  We need additional software to support IP/Multicasting in our TCP/IP protocol suite.

The theoretical maximum TCP/IP message size is 65,511 bytes.  The Ethernet packet size is 1500 bytes.  The Controller will limit the Ethernet/IP message size.

5 Cyclic Message Format

5.1 Cyclic Message Format for Multiple APC Instrument Channels

The Q.iMPACT cluster sends real-time process data to the Controller through “Cyclic Input-to-Controller Assembly” messages that are 496 bytes long.  These are Class 1 scheduled messages.

An “Instrument Channel” is the logical representation of a physical measurement device, either a scale or flow meter.  There are up to 200 instrument channels in a Q.iMPACT cluster, numbered from 1 to 200.  A Controller issues commands to a physical device using its instrument channel number.  You assign the instrument channel numbers during system configuration.

Data from each instrument channel fits into an “Assembly Slot” within the Cyclic Input messages.  Cyclic input data from each instrument channel, or the size of each assembly slot, is 20 bytes long.  The format of the data block is the same for all instrument channels.  There are 24 assembly slots in one 496-byte Cyclic Input-to-Controller Assembly message with 16 bytes reserved for future growth.  Assembly slots are numbered 1 to 24 within each Assembly message. 

Within a cluster, “Q.iMPACT Bridge” terminals contain a ControlNet interface card that communicates to a Controller.  Each bridge terminal has an Assembly message structure for up to 24 instrument channels.  It also contains a message router that sends command messages to remote Q.iMPACT terminals.

There is a fixed assignment of  “instrument channels” to “assembly slots” within each bridge terminal.  That is, each instrument channel has a fixed assembly slot within the Cyclic Message Assembly of a bridge terminal. Q.iMPACT assigns instrument channels to assembly slots sequentially within the bridge terminal, during system configuration.  The instrument channels may be local to the bridge terminal or they may be in remote Q.iMPACT terminals.  For most efficient operation of the cluster, you should configure as many instrument channels as possible to the local Assembly structure.  A Controller application must know the assembly slot for each instrument channel in order to get the real-time data for each device.

There must be a separate Q.iMPACT ControlNet Interface Card for every 24 instruments in the Q.iMPACT Cluster.  For example, to support a cluster with 96 instruments, you would need four ControlNet Interface cards in the cluster in four separate Q.iMPACT terminals.  A Q.iMPACT cluster can contain up to 200 instruments. 

The following table shows the arrangement of assembly slots within the larger assembly message for multiple instrument channels.

	Reserved
	
	2-Byte Checksum
	2-Byte One’s Complement of Checksum
	……
	Data Byte

16

	Assembly Slot 1
	
	Data Byte 17
	Data Byte 18
	…………
	Data Byte 36

	Assembly Slot 2
	
	Data Byte 37
	Data Byte 38
	
	Data Byte 56

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	Assembly Slot 23
	
	Data Byte 457
	Data Byte 458
	
	Data Byte 476

	Assembly Slot 24
	
	Data Byte 477
	Data Byte 478
	……………
	Data Byte 496


The Q.iMPACT normally updates data for the Cyclic Input-to-Controller Assembly once a second.   In case of critical events, such as, the completion of a material movement operation or an error, the Q.iMPACT updates the status immediately.  The Controller sets the rate at which it cyclically reads the Assembly. 

5.2 Message #1. Q.iMPACT->Controller Cyclic Input Assembly for Single Instrument Channel

The Cyclic Input-to-Controller Assembly data for each instrument channel is 20 bytes long.  The table below shows the data format, which is the same for all instrument channels. 

	Offset
	“Data Descriptor Label”
	Short Name
	Data Type
	Access
	Internal Update Rate

	0
	Channel Number (1-200)
	Channel
	Byte
	View Only
	Once a Second

	1
	Status 1

0 “PAC Data Integrity Bit” alternates polarity every 5 seconds.

1 “Instrument Data Integrity OK “

2 “Scale Over Capacity”

3 “Scale Under Zero”

4 “Scale Motion”

5 “Material Transfer Cycle Active”

6 “Final Control Element Output”               0 = Off , 1 = On

7 “Waiting for Controller to Acknowledge Last Material Transfer/Hand Add complete”


	DataIntegrity

DataOK

OverCapacity

UnderZero

ScaleMotion

CycleActive

FCE_Output

AwaitingACK
	8 Binary
	View Only
	Once a Second.

Critical Events Immediately.

	2
	Status 2

0 “Feed Type”

1 “Feed Type” 0=Gain In Weight, 1= Loss In Weight, 2= Flow Meter, 3 = Hand Add

2 “Manual-Not Auto-Mode”

3 “Gross Weight Feed”

4 “Feed Override Active” – external logic inhibited from removing feed permissive

5 “Feed Failed”

6 “Communication Error”

7 “Device Stability Warning”

8 “Very Unstable Device”

9 “Too High or Too Low Flow” at cutoff

10 “Three Times Average Flow” at cutoff

11 “Fast Feed Rate Alarm”

12 “Wait for All Overlap Requests”

13 “Waiting to Start Primary” Overlapped Feed

14 “Primary Overlapped Feed” In Progress

15 “Secondary Overlapped Feed” In Progress
	FeedType

ManualMode

GrossWeight

FeedOverride

FeedFailed

CommError

WgtUnstable

VeryUnstable

ErraticFlow

3TimesFlow

RateAlarm

WaitOvlpReq

DelayPrimary

PrimOverlap

SecOverlap
	16 Binary 
	View Only
	Once a Second during Material Transfers

Critical Events Immediately.



	4
	“Feed Weight”.  This field is reset to zero at the beginning of a feed.

During most feeds, this field contains the Net Accumulated Weight for the single feed. 

During Primary Overlapped feeds, this field contains the combined weight of all feeds.

At completion of the feed, it contains the Delivered Weight for this feed.
	FeedWeight
	IEEE 

Float 32 
	View Only
	Once a Second during Material Transfer Cycle. 

	8
	“Gross Weight”.  For scales, this field the gross weight.  For flow meters, this field is the same as Feed Weight.
	GrossWeight
	IEEE

Float 32
	View Only
	Once a Second for Scales

	12
	“Rate of Change of Weight”
	Rate
	IEEE

Float 32
	View Only
	Once a Second during Material Transfers for Flow Meters, and Once a Second for Scales.

	16
	“Time until Slow Step Timer Expires” in Seconds.  0 = Alarm.
	SlowStepTimr
	Integer
	View Only
	Once a Second during Material Transfers

	18
	“Estimated Time to Complete” in Seconds 
	TimeToFinish
	Integer
	View Only
	Once a Second during Material Transfers

	
	End of Message. Length = 20.
	
	
	
	


Command/Responses for Multiple Q.iMPACT Instrument Channels

The Controller sends commands to the Q.iMPACT cluster through Q.iMPACT Bridge terminals using two Class 3 Shared Data Messages.  The Controller sends the command with one message.   Then it requests the Q.iMPACT to send the response to the command in the second message.  The format of all command and response messages is the same for all flow meter and scale instrument channels.  

The Controller may activate one, many, or all instrument channels to run concurrently.  It monitors the activity of multiple channels simultaneously through cyclic messages.  However, it can only send one command message at a time to one channel through one Q.iMPACT Bridge terminal.  To communicate with multiple channels through a bridge, it must send the commands sequentially one a time.  The Controller may direct command/response message pairs to any channel through any bridge terminal.  However, it should balance the use of the bridge terminals and send messages destined for a channel in a bridge terminal to that bridge terminal for faster responses.

The Controller addresses each command to an instrument channel.  The Q.iMPACT channel processes the command immediately.  After sending a command to an instrument channel, the Controller must ask for the response to that command.  For most commands, the Q.iMPACT channel has the response to the command available within 250 milliseconds.  In the case that the response is not ready when the Controller requests it, the Q.iMPACT channel will reply with a “Command not Complete” status. This will most likely happen on commands to instruments located in remote Q.iMPACT terminals.  The controller must only ask for the response again after a short, e.g., 50 millisecond, delay, and then it will receive the actual command status. 

The first four fields of each command uniquely identify each command and its matching response.  These fields are:

· Instrument Channel number

· Sequence number

· Material Path index

· Command

By comparing these fields in the command and response messages, the Controller can strictly match the request and response.  

For each new command, the Controller must generate a new sequence number.  The Q.iMPACT channel uses the sequence numbers to help isolate and correct communication errors.  If a Q.iMPACT channel sees a command message where the first four fields are identical to the previous command, it assumes that this new message is the communications’ retry message for a previous command.  It simply ignores the command and restores the previous status.

When the Controller needs to send commands to multiple instrument channels at once, the Controller must send the commands and request the responses for each instrument channel in strictly ordered pairs.  That is, it must send the command to instrument channel #1 and then ask for the response to instrument channel #1.  Then, it can send the command to instrument channel #2 and then get the response for instrument channel #2.  

If the Controller does not maintain this strict request/response pairing, it may get the response matched to the wrong command.   In order to prevent this from happening, the Controller should always compare the first five bytes of the request and response messages.  They should always be identical for a matching request and response.  If they are not identical, there is a coding or communication error that must be corrected.

The “Master Reset - Cluster” command is handled differently.  The Q.iMPACT Message Router sends a “Master Reset – Channel” command to all instrument channels in the cluster. The Master Reset commands put the Q.iMPACT instrument channels back to their initialized state. 

5.3 Message #2. Controller->Q.iMPACT Command for Single Instrument Channel

A Controller sends a Shared Data Request Message to the Q.iMPACT to give a specific command to a specific instrument channel.  To send the message, the Controller Ladder program executes a MESSAGE instruction to “Set All Attributes in Class 84 (hex) Instance 1” which sets the APC Command “ACM00” Object in the Q.iMPACT.

The message table below shows the APC Command Object format.  The first four fields of this message are identical in this request message and in its matching response message. 

	Offset
	“Data Descriptor Label”
	Short Name
	Data Type
	Access

	0
	“Channel Number” ( 1 – 200 ) 
	Channel
	Byte 
	Engineer

	1
	“Message Sequence Number”.  The controller must generate a new sequence number for each new command.
	SequenceNum
	Byte 
	Engineer

	2
	“Material Path Index” ( 1- 1000 )
	MaterialPath
	Integer
	Engineer

	4
	“Command” Number

1 Start Material Transfer.

2 Start Material Transfer with Gross  Weight Target.   This command is only valid for a scale device.

3 Start Hand Add.

4 Acknowledge Material Transfer or Hand Add Complete

5 Abort Material Transfer

6 Reset Slow Step Timer 

7 Start Manual Mode

8 Turn on FCE in Manual Mode

9 Turn off FCE in Manual Mode

10 Restart Auto Mode

11 Complete Feed in Manual Mode

12 Master Reset – Instrument channel 

13 Report Last Status

14 Master Reset – Cluster

15 Validate Aggregate Secondary Feeds

30    Reset Local ControlNet Card

31    Reset all ControlNet Cards in Cluster
	Command
	Byte 
	Operator

	The  following fields are applicable only the “Start Material Transfer Cycle” Command 

	5
	“Group Number” for Start Material Transfer Command.  This field identifies which Primary and Secondary feed requests belong to the group of feeds that make up an overlapping feed.  A value = 0 indicates that this NOT an overlapped feed request.
	GroupNumber
	Byte
	Operator

	6
	“Number of Overlapping Secondary Feeds” that are being fed into a Unit simultaneously with THIS Primary Feed.  This field is only meaningful in a Primary Feed using scale instrument for the Vessel.  The Material-Path must indicate this Gain-In-Weight feed.  The APC turns on the FCE for the Primary Feed when it determines there will be enough time after the overlap completes to run the APC algorithm with the scale.
	OverlapNum
	Byte
	Operator

	7
	“Reserved”
	Reserved
	Byte
	Engineer

	8
	“Target Weight”

For “Start Material Transfer” or “Start Hand Add” commands, this field must contain the target weight for the feed.

For “Turn On FCE In Manual Mode”, this field must contain the number of seconds to keep the FCE on”. The value “-9999” is a 32-year timeout.  All other negative values are a 0-second timeout.

For “Reset Slow Step Timer”, this field may contain the number of seconds to set the slow step timer.  If this field is 0, the Q.iMPACT resets the slow step timer to its original value for the feed.
	TargetWeight
	IEEE Float 32
	Operator

	12
	“Tolerance +”

Value “-9999” disables tolerance check.
	PosTolerance
	IEEE Float 32
	Operator

	16
	“Tolerance –“

Value “-9999” disables tolerance check.
	NegTolerance
	IEEE Float 32
	Operator

	20
	“Material Transfer ID” is an identifier field that is sent from the Material Transfer Controller.  The Q.iMPACT reports this field as part of the data collection record.  If there is a “~” in the field, the Q.iMPACT displays the data following the “~”.
	MatTranID
	40 Character
	Engineer

	
	End of Message. Length = 60.
	
	
	


When it receives the “Start Hand Add” c  fommand, Q.iMPACT prompts the operator to add material to the Unit by hand.  We have assigned the four Discrete Inputs sequentially to the four scales on the Q.iMPACT. The operator acknowledges that the “hand add” operation is complete by pushing a button connected to a Discrete Input at the Q.iMPACT.   When it sees the Discrete Input turn on, the Q.iMPACT reports that the Hand Add is complete.  The Q.iMPACT reports delivered weight as it would for an automatic Material Transfer.  The Material-Path number for the “Hand Add” need not be a valid number from the Material-Path table in the Q.iMPACT since it is used only to in documenting the operation.

The “Start Manual Mode” command puts the Q.iMPACT instrument channel in a mode that is under control of the operator.  Then, the operator is completely accountable for the operation of this instrument channel.  Two commands allow the operator to turn on and off the Final Control Element associated with the instrument channel.  The “Start Auto Mode” puts the Q.iMPACT back in its normal operational mode.

5.4 Message #3. Q.iMPACT->Controller Response for Single Instrument Channel

The following table shows the format of the APC Command Status Object, which is sent from the Q.iMPACT to the Controller.  To get the Command Status Object, the Controller Ladder program must execute a MESSAGE instruction to “Get All Attributes from Class 85 (hex) Instance 1” which gets the APC Command Status “ACS00” Object in the Q.iMPACT.  The first four fields of the Command Status Object are identical to the Command Object in Request Message #2.  If these fields do not match in the two messages, the Controller will know that the response is not valid and must take corrective action.

	Offset
	“Data Descriptor Label”
	Short Name
	Data Type
	Access

	0
	“Channel Number” as in  Message #2
	Channel
	Byte
	View Only

	1
	“Message Sequence Number”  as in Message #2
	SequenceNum
	Byte
	View Only

	2
	“Material Path Index”  as in Message #2
	MaterialPath
	Integer
	View Only

	4
	“Command” Number as in Message #2
	Command
	Byte
	View Only

	5
	“Command Status”

See Listing below.
	ComandStatus
	Byte 
	View Only

	The following fields typically are only applicable in the “Acknowledge Material Transfer Complete” Command Response.  However, when a Start Material Transfer command fails immediately, these fields will contain values indicating a Material Transfer failure. 

	6
	“Material Transfer Status”

See Listing below.
	MxferStatus
	Byte
	View Only

	7
	“Reserved”
	Reserved
	Reserved
	View Only

	8
	“Material Transfer Status Qualifiers”

0 “Over Tolerance” 

1 “Under Tolerance”

2 “Power Failure” during feed

3-15 Reserved
	MxferStatQ
	16 Binary
	View Only

	10
	“Reserved”
	Reserved
	Integer
	View Only

	12
	“Delivered Weight”
	FeedWeight
	IEEE Float 32
	View Only

	16
	“Deviation Error from Target Weight”
	TargetError
	IEEE Float 32
	View Only

	
	End of Message.  Length = 20
	
	
	


Command Status Values:

0 SUCCESS – Start Gain-In-Weight Material Transfer Command Complete

1 SUCCESS – Start Loss-In-Weight Material Transfer Complete.

2 SUCCESS – Start Flow Meter Material Transfer Complete.

3 SUCCESS – Start Validate Aggregate Feed Complete.

4 SUCCESS – Start Hand Add Command Complete.

5 SUCCESS –  Command Complete

6 Command Not Complete – Request status again after a short delay 

7 ERROR – Communications Error

8 ERROR – Invalid Instrument Channel Number

9 ERROR – Invalid Command

10 ERROR – Invalid Material-Path Table Index Number

11 ERROR – Invalid Algorithm in Material-Path Table Entry

12 ERROR – Invalid Feed Type in Material-Path Table Entry

13 ERROR – Invalid Measuring Device Channel Table Index  in  Material Path Table Entry

14 ERROR – Invalid Gain In Weight Feed and Dump to Empty Algorithm  Combination in Material Path Table 

15 ERROR – Invalid Destination in Material Path Table Entry.

16 ERROR – Other invalid data in Material Path Table Entry

17 ERROR – Overlap Feed Request Error, including invalid Loss In Weight Feed in Material Path Entry and Overlapping Feed Command. 

18 ERROR – Invalid data In Measuring Device Channel Table Entry

19 ERROR – Invalid Mode for Command, e.g., Controller is requesting to start a new material transfer before the last feed is complete or before the controller has acknowledged that the last material transfer is complete.

20 ERROR – Requested add amount too small

21 ERROR – Requested add amount would bring Scale Device over capacity

22 ERROR – Scale Device Currently over Capacity

23 ERROR – Scale Device Currently under Zero

24 ERROR – Instrument Malfunction

25 ERROR – Target Weight is less than Spill

26 ERROR – Response Timeout

27 ERROR – Too many overlapping feeds

28 WARNING – Delayed start to feed due to overlapping feed.

29 WARNING – Abort ignored since Time to Complete was less than Feed Override Time

30 ERROR – Invalid overlap group number

31 WARNING – Waiting for All Secondary Requests.

32 WARNING – Waiting for Measuring Device Stability.

33 ERROR – Not Enough Material.

34 ERROR – Device not configured or calibrated properly.

Material Transfer Status Values:

0 Successful Material Transfer – K1, K2 parameters updated

1 Successful Material Transfer – Spill Only

2 Successful Material Transfer- Dump to Empty

3 Successful Hand Add

4 Material Transfer Complete -  Parameters NOT updated

5 Material Transfer Complete – Parameters reset.

6 Material Transfer Complete with Manual Operation

7 Failed – Unstable Scale

8 Failed – Overlapping Feed Error Corrupted Flow 

9 Failed – Erratic Flow Error

10 Failed  - Low Flow Error

11 Failed -  High Flow Rate Alarm Error

12 Failed – Communication Error

13 Failed – Instrument Error

14 Failed – Scale Device Capacity Error

15 Failed – Predictive Algorithm Error

16 Failed – Material Transfer with Manual Operation

17 Failed – Amount of material transferred did not match in source and destination.

18 Failed – Controller Aborted Material Transfer

19 Failed – Controller Reset Channel

20 Failed – Controller Reset Cluster

21 Failed -  Reserved

22 Failed – Slow Step Timer Timeout

23 Failed – Secondary Requests Timeout

24 Failed – Power Failure During Feed

25 Failed – Start Material Transfer Command Failed Immediately – Transfer Did Not Start

26 Status Only – Material Transfer Is In Progress.

6 Message Flow In Q.iMPACT System

Figures 2 and 3 below show normal and error message sequences for a Controller to control a Material Transfer at single Q.iMPACT instrument channel. “M#” indicates the message number.






7 Some Other Considerations for Controller Applications

The Controller Application must support the routing of messages to and from the Q.iMPACT Bridge terminals.  There are up to 200 logical instrument channels in a Q.iMPACT cluster.  Each bridge terminal has assembly slots for up to 24 instrument channels.  The Controller Application must be able to map the instrument channel number to the appropriate bridge terminal and assembly slot within the bridge terminal.  The first byte of each assembly slot in the cyclic input data contains its assigned channel number.  Using this cyclic input data, the Controller Application can dynamically construct the mapping of the instrument channels to their associated bridges and assembly slots.

There are up to 1000 Material Paths in a Q.iMPACT cluster.  Each Material-Path has an associated logical instrument channel and physical measuring device.  The Q.iMPACT terminal has a discrete output for each measuring device that is the Final Control Element (FCE) for turning on and off the flow when device is measuring the flow.

The Controller Application uses the Material Path index number to select the other equipment needed to enable a Material Path.  The Controller Application must enable the “permissive controls” for pumps and valves associated with the Material Paths.  These permissive controls work in conjunction with the Q.iMPACT FCE’s to control the material flow.  

The Controller Application must be able to support multiple Material Paths associated with one measuring device.  For example, there may be a Gain-In-Weight feed and a Loss-In-Weight feed associated with a single scale device that is measuring the weight of a vessel.  Or a single flow meter may control the feed of multiple different materials into a vessel.   However, there may be only one Material Path active at a time for one device channel.

A Controller Application may visually report the status of the ongoing Material Transfer operations through a Human Interface (HMI) display. And it may process alarms in case of system faults.

7.1 How the Controller Uses the PAC Commands 

7.1.1 Starting and Ending Material Transfers

Before starting a Material Transfer, the Controller must verify in Message #1 that the instrument channel is in an "idle” state.   That is, the instrument channel cannot already be actively doing a Material Transfer, and it cannot be in a state waiting for the Controller to Acknowledge a previous material transfer.   The Controller can reset the Acknowledge state by sending Message #2 Command 4 to the instrument channel.  

The Controller uses Commands 1, 2, and 3 in Message #2 to start Material Transfers.  It may also use Command 15 to start a pseudo-Material Transfer that validates one or more secondary feeds into a destination vessel.  Refer to Section 8.2.  Once the PAC task has accepted and validated the command, it will turn on the “Material Transfer Cycle Active” bit in the assembly slot for the channel in Message #1.  

The Material Transfer proceeds until it reaches its target weight; or until the PAC task detects an error that terminates the Material Transfer; or until the Controller sends a Command 5 or Command 11 in Message #2 to terminate the Material Transfer.  When the Material Transfer is complete, the PAC task waits for its drain timer to expire to allow transitory material to drain from the material path.  Then, the PAC task simultaneously turns off the “Material Transfer Cycle Active” bit and turns on the “Acknowledge Material Transfer” for the channel in Message #1.

The Controller can get the results of the Material Transfer by sending Message #2 Acknowledge Command 4 to the instrument channel.  The PAC task returns the status, delivered weight, and deviation from target in Message #3.  The PAC task turns off the “Acknowledge Material Transfer” bit in Message #1 and returns the instrument channel to an “idle” state.

7.1.2 Slow Step Timer

There is a Slow Step Timer associated with each Material Transfer that protects against Material Transfers that are taking too long.  If the Slow Step Timer expires, there may be equipment problems or the inadequate material to complete the feed.  

There are setup parameters in the Material Path and Measuring Device tables that control how the PAC task uses the Slow Step Timer.  The Slow Step Time Factor and Minimum Slow Step Time specify the length of the Slow Step Timer.  You must also specify how the PAC task reacts when the Slow Step Timer expires.  Either the PAC task terminates the Material Transfer with an error status when the Slow Step Timer expires; or the PAC task alerts the Controller to an alarm condition when the Slow Step Timer times out.

When you choose the alarm only setup option, the Controller detects the Slow Step Timer alarm condition in Message #1 when the Slow Step timer is zero.  The Controller must decide how to process the Slow Step Time alarm, as follows:

· It can send Command 6 in Message #2 to reset the slow step timer value and continue the feed.

· It can send Command 5 to abort the feed.

· The Controller take no action, in which case the PAC task continues the feed with the Alarm condition on.

7.1.3 Auto and Manual Modes

The normal mode of PAC operation is Auto Mode.  In this mode, the PAC task automatically controls the feeds using the predictive, adaptive algorithms that provide accurate Material Transfer cutoffs.  

The Controller uses Command 7 to put the instrument channel in Manual Mode so that the operator can manually control the feeds.  The Controller can switch the instrument channel to Manual mode when the channel is in any state – idle, active, or acknowledge.   If the instrument channel is in an active state, it automatically shuts off the feed before switching to Manual Mode. The PAC task turns off its control algorithms, yields all control of the FCE to the Controller commands, and does NOT automatically terminate any Material Transfers.

Once in Manual Mode, the Controller can uses Commands 8 and 9 to allow the operator to manually turn on and off the Final Control Element (FCE) that controls the feeds. The Controller can use the commands to start Material Transfers in Manual Mode, and it can use the Command 11 to normally terminate feeds in Manual Mode.  It can also Abort Material Transfers.  The Controller uses Command 10 to return the instrument channel to Auto Mode.

The Controller can only use Manual Mode successfully with single-channel feeds.  If the Controller attempts to use Manual Mode in conjunction with overlapped or validating aggregate feeds, it will cause feed errors at the primary feed.   In these multiple-channel feeds, there are very close timing constraints between the cooperating channels that Manual Mode disrupts.

7.1.4 Reset Commands

The Controller can reset individual channels or the entire cluster with Commands 12 and 14.  The reset commands take the channel(s) back to their initialized state.  If there are any feeds active, the reset commands shut off the FCE’s and terminates them immediately.  It clears all the status fields associated with the feeds in the cyclic assembly messages.

If the Controller issues the Cluster Master Reset command, the Q.iMPACT bridge terminal that received the command also resets its ControlNet interface.  The Controller may see physical ControlNet error statuses for a few seconds while ControlNet interface re-initializes itself.

7.1.5 Hand-Add Feeds

The Controller can issue commands to allow operators to do hand-add feeds to channels with scale measuring devices.  The PAC task does not turn on the FCE’s to automatically feed, but monitors the weight, and verifies the amount of material added manually by the operator.

The operator signals that the hand-add is complete by pushing a button connected to the discrete inputs at the Q.iMPACT. Each scale has the following discrete inputs:

· Scale A uses discrete input 1.

· Scale B uses discrete input 2.

· Scale C uses discrete input 3.

· Scale D uses discrete input 4.

The Slow Step Timer factor in the Material Path specifies the number of minutes before the Slow Step Timer times out.

7.2 Overlapped Feeds and Validating Aggregate Feeds

The Q.iMPACT supports the combining of feeds into “feed groups” by two methods: Overlapped Feeds and Validating Aggregate Feeds.  Both types of feed groups involve multiple concurrent feeds into a single tank or vessel.  The Controller builds the feed groups with the Message #2 commands, described in Section 6.1, using the “Group Number” and the “Number of Overlapping Secondary Feeds” fields.  

In the case of Overlapped Feeds, Q.iMPACT uses the scale device channel of the destination tank to measure and control a “gain in weight” Material Path flow into the tank.  We call this the “primary feed”.  “Secondary feeds” are all the other concurrent feeds into the destination vessel that other measuring devices control.   The secondary feeds are flow meter feeds or “loss in weight” scale feeds in the Material Path table that specify primary feed channel as its destination channel.  When the Controller starts the primary material transfer, the command message must specify a unique group number identifying the feed group and the number of secondary feeds in the feed group.  When the Controller starts each of the secondary feeds, the command message must identify the same feed group number, but the number of secondary feeds field is 0.  Only the primary feed command message has the number of secondary feeds.  The Q.iMPACT cluster starts all the feeds concurrently once it receives all the commands.  The Controller monitors the completion of the feeds independently using the cyclic messages.  The feed tolerances specified in the commands are applied to each of the feeds individually.  The primary feed device does NOT do any cross-checking of the secondary feeds because it is doing its own material transfer.

In the case of Validating Aggregate Feeds, Q.iMPACT uses the scale device channel for the destination tank only for validating the aggregate total weight of all the secondary feeds.  That is, there are no primary feeds, just secondary feeds.  The Controller sends the “Validate Aggregate Secondary Feeds” command to the scale device channel for the destination tank, identifying the “group number” and “number of overlapping secondary feeds”.  There is no Material Path entry required.  When the Controller starts each of the secondary material transfers, the command message must identify the same feed group number, but the number of secondary feeds field is 0. The Q.iMPACT cluster starts all the secondary feeds concurrently once it receives all the commands.  Q.iMPACT uses the tolerances specified in the “Validate Aggregate Secondary Feeds” command to validate that the aggregate total weight of all of the secondary feeds as measured by the secondary devices.  Q.iMPACT cross-checks this aggregate total with the weight as measured by the scale device at the destination tank.

The Controller has the responsibility for specifying the group numbers that uniquely identify each group.  Q.iMPACT only recognizes a particular group while that feed group is active.  If there are multiple feed groups operating simultaneously within a Q.iMPACT cluster, each must have its own unique group number.  If the Controller sequentially activates multiple feed groups for the same channel(s), it must wait until all feeds in the previous group are complete before starting a new feed group, and it should assign a new group number to each successive feed group.  These simple steps eliminate the possibility of feeds being associated to the wrong group.

7.3 Checking PAC Data Integrity

Here are two different methods that describe how the Controller may periodically check the PAC data integrity.  These methods are an end-to-end verification of data integrity from the Q.iMPACT PAC task to the Controller application.  The first method uses the cyclic assembly messages and requires that the Controller have a reasonably fast program scan time and ControlNet Network Update Time (NUT).  The second method uses explicit messages.

7.3.1 PAC Data Integrity Checking Using Cyclic Assembly Messages

This method uses the cyclic assembly messages to verify the end-to-end data integrity.  The assembly slot for each channel has a “Data Integrity Bit”, as shown in Section 5.2 Message #1.  The PAC task alternates the polarity of this bit once every five seconds; and it communicates new assembly data to the Controller every half-second. To be most effective, the Controller should have a program scan time of 1 second or less and a ControlNet NUT of 200 milliseconds or less.

The Controller can use the following procedure to verify that it sees the bit is changing polarity.  The Controller has a "zeros flag" and a "ones flag" that it initializes to zero.   As the Controller scans the PAC assembly data once a second or faster, it checks the polarity of the PAC Integrity bit.  If the bit is a zero, the Controller turns on the "zeros flag".  If the bit is a one, the Controller turns on the “ones flag”.  After 20 seconds, if either flag has NOT been turned on, the Controller must alert the operator and begin failure recovery procedures.  Otherwise, the Controller resets both flags and continues repeating the check.

7.3.2 PAC Data Integrity Checking Method Using Explicit Messages

The Controller can validate that the PAC task is running and communicating end-to-end with the Controller application using explicit messages.   The Controller first sends a class 84 request message with a Command 99 and a unique sequence number.  Then, it must read a Class 85 response message and verify that the first 4 response fields match the request message and that the response command status is 9 INVALID COMMAND.  The response should be in less than half-a-second.  You may want to build in some retry logic into the Controller before finally alerting the operator to a PAC data error.

8 History Records

At the completion of each Material Transfer operation, Q.iMPACT formats a History Record that contains the relevant details of the feed operation and attempts to send the record across a TCP/IP/Ethernet LAN connection.  

The history record is ASCII data in the following format, where  (*hst* and *hst*) are starting and ending delimeters for the history record.


(*hst*^


channel record sequence number^

channel number^

material path^


start command^

start command status^

material transfer completion status^


completion status qualifier^

delivered weight^


deviation From target^


assembly realtime status 1^

assembly realtime status 2^


overlap group^

number of Secondary Overlapping feeds^


target weight^

positive tolerance^

negative tolerance^


material transfer ID & display message^

feed time^

weight units^

start time^


start weight^

end weight^


average flow^

average spill^

K1 constant^

K2 constant^


flow at cutoff^

actual spill^


consecutive good feeds^

total good feeds^

total bad feeds^


diagnostic status^

channel record sequence number^

entire Measuring Device block with ‘^’ separating each field^

entire Material Path block with ‘^’ separating each field^

*hst*)

The TCP/IP Console Server enables a client program to receive Q.iMPACT History Record data.  The remote client can be a WINDOWS PC Visual Basic application or other TCP/IP host program.  Once a remote client has established a connection to the Console Server, the Console Server sends the Q.iMPACT History Records; as well as, JagBasic LPRINT data, the demand and custom print data, and the console log data; to the client across the TCP/IP connection to the remote client.  The Console Server can supports multiple remote clients. The Console Server uses TCP/IP port 1749 for establishing connections.

The TCP/IP Console Server routes input data that it receives, as keystrokes to the JAGXTREME Control Panel.  Then, using this connection, a remote client can submit keystrokes to the Q.iMPACT.

The following program shows a JagBasic program that enables a Q.iMPACT to act as a remote client to receive the history records.

5  rem Printer Client Example

10 on error goto 200

20 sock%=socket()

30 stat%=sockopt(sock%,-1)

40 stat%=connect(sock%,"146.207.105.245",1749)

50 if stat%=-1 then print "connecting":sleep 200:goto 30

60 if stat%=0 then print "connect failed":stat%=sockcls(sock#):sleep 2000:end

70 print "connect success":sleep 2000

80 lastTicks#=clktick()+90*36

100 a$=recv$(sock%,160)

110 if clktick()>lastTicks# then goto 200

120 if inkey$=chr$(2) then goto 200

130 if a$="" then sleep 100:goto 100

140 lastTicks#=clktick()+90*36;

150 if a$="!!I'm Alive!!" then sleep 100:goto 100

160 i%=i%+1:print "receiving ";i%:lprint a$;

170 goto 100

200 sleep 1000

210 stat%=sockcls(sock%)

220 print "closing socket":sleep 10000

9 Traditional JAGXTREME Controller Communications

The Jaguar and JAGXTREME terminals have supported Controller communications using multiple Controller protocols, including Allen-Bradley Remote I/O, Profibus, and Modbus PLUS.  In these systems, the Q.iMPACT terminal reports the weight, rate, and scale status to the Controller cyclically at 17 hertz.  The data size for each scale is either four or eight bytes.  The Controller can also send scale-level commands to the JAGXTREME, such as Tare or Zero.  

The Q.iMPACT continues to support these traditional Controller message formats with the ControlNet or Ethernet/IP protocols.  You will be able to configure the Q.iMPACT to support either the Q.iMPACT message protocol, or the traditional Q.iMPACT Controller message protocol, but not both simultaneously within a Q.iMPACT terminal.

The traditional JAGXTREME – Controller Assembly has three assembly formats: Integer Assembly, Extended Integer Assembly, and Floating Point Assembly.

9.1  Integer Assemblies

The Q.iMPACT supports up to four scale slots that it packs into one larger Integer Assembly.  You can assign one scale per slot using the Q.iMPACT Setup menus.

Bytes 0-3
Scale Slot 1

Bytes 4-7
Scale Slot 2

Bytes 8-11
Scale Slot 3

Bytes 12-15
Scale Slot 4

9.1.1 Controller Output -> Q.iMPACT Integer Assembly

	Offset
	Descriptor Label
	Short Name
	Data Type
	Access

	0
	“Preset Tare or Setpoint Value”
	“LoadValue”
	16 Integer
	Engineer

	2
	Bits 0-2  “Select Weight Mode”

   0=Gross Weight

   1=Net Weight

   2=Displayed Weight

   3=Tare Weight

   4=Setpoint 1

   5=Rate

   6,7=Reserved

Bit 3  “Load Preset Tare” on 0 to 1 transition

Bit 4  “Clear Tare” on 0 to 1 transition

Bit 5  “Tare Scale” on 0 to 1 transition

Bit 6  “Print Scale Weight” on 0 to 1 transition

Bit 7  “Zero Scale” on 0 to 1 transition

Bit 8  “Enable Setpoints” 1=Enable, 0=Disable

Bits 9-11  “Display Mode”

  0=Normal Display Mode

  1=Display Literal 1

  2=Display Literal 2

  3=Display Literal 3

  4=Display Literal 4

  5=Display Literal 5

  6=Reserved

  7=Display Literal from Block Transfer input

Bit 12 “Discrete Output 1”

Bit 13 “Discrete Output 2”

Bit 14 “Discrete Output 3”

Bit 15 “Load Setpoint 1 Value”
	SelectMode

LoadTare

ClearTare

TareScale

PrintWeight

ZeroScale

EnblSetpoint

DisplayMode

DiscreteOut1

DiscreteOut2

DiscreteOut3

LoadSetpoint
	16 Binary
	Engineer

	Length = 4


9.1.2 Q.iMPACT -> Controller Input Integer Assembly

	Offset
	Descriptor Label
	Short Name
	Data Type
	Access

	0
	“Weight Data”
	WeightData
	Integer
	Engineer

	2
	Bit 0   “Setpoint 1”

Bit 1   “Setpoint 2”

Bit 2   “Setpoint 3”

Bit 3   “Setpoint 4”

Bit 4   “Setpoint 5”

Bit 5   “Setpoint 6”

Bit 6   “Setpoint 7”

Bit 7   “Setpoint 8”

Bit 8   “Escape Key”

Bit 9   “Discrete Input 1”

Bit 10 “Discrete Input 2”

Bit 11 “Discrete Input 3”

Bit 12 “Scale Motion”

Bit 13 “Net Weight Mode”

Bit 14 “Update In Progress

Bit 15 “Scale Data OK”
	Setpoint1

Setpoint2

Setpoint3

Setpoint4

Setpoint5

Setpoint6

Setpoint7

Setpoint8

EscapeKey

DiscreteIn1

DiscreteIn2

DiscreteIn3

ScaleMotion

NetMode

Updating

DataOK
	16 Binary
	Engineer

	Length=4


9.1.3 Extended Integer Assemblies

9.1.3.1 Controller Output -> Q.iMPACT Extended Integer Assembly

This assembly is the same as the Integer Assembly shown in Section 10.1.1.

9.1.3.2 Q.iMPACT -> Controller Input Extended Integer Assembly

	Offset
	Descriptor Label
	Short Name
	Data Type
	Access

	0
	“Weight Data” (1-16)
	WeightData
	Integer
	Engineer

	2
	Bit 0   “Weight 17”

Bit 1   “Weight 18”

Bit 2   “Weight 19”

Bit 3   “Weight 20”

Bit 4   “Weight 21 ( sign bit)”

Bit 5   “Setpoint 1”

Bit 6   “Setpoint 2”

Bit 7   “Setpoint 3”

Bit 8   “Escape Key”

Bit 9   “Discrete Input 1”

Bit 10 “Discrete Input 2”

Bit 11 “Discrete Input 3”

Bit 12 “Scale Motion”

Bit 13 “Net Weight Mode”

Bit 14 “Update In Progress

Bit 15 “Scale Data OK”
	Weight17

Weight18

Weight19

Weight20

Weight21

Setpoint1

Setpoint2

Setpoint3

EscapeKey

DiscreteIn1

DiscreteIn2

DiscreteIn3

ScaleMotion

NetMode

Updating

DataOK
	16 Binary
	Engineer

	Length=4


9.2 Floating Point Assemblies

9.2.1 PRIVATE 
Floating Point Controller Output->Q.iMPACT Assemblies

The Controller issues a command for a particular scale by setting a Scale Command in the Controller Output Message.  Each Command is a two-byte integer, and there is a separate Command for each scale.  The Q.iMPACT recognizes a new command from the Controller when it sees a new value in the Scale Command register.  If the Command has an associated floating point value, the Controller must set the value in the floating point output register before issuing the Command.

The Q.iMPACT acknowledges each non-Null command from the Controller.  After processing a command for a particular scale, the Q.iMPACT sets a new value in the Command Acknowledge bits for the scale in the Controller Input Message.  The Controller must wait for the command acknowledgment before issuing a new command.  Section 2.3 has details of the command acknowledgment.

The Controller can select a rotation of up to nine floating point, real-time input fields from each scale. Real-time fields are the weight and rate fields.  For example, the Controller can alternatively look at weight and rate by issuing commands to place both in the rotation.  The Q.iMPACT stores the rotation in Shared Data so that the rotation does not have to be reinitialized after each power cycle.  When the Controller does not set up an input rotation, the default input rotation consists of gross weight only

The Controller may request that the Q.iMPACT continually cycle among the fields of the input rotation by setting command 0.  Then the Q.iMPACT will automatically select the next field from the input rotation at the next A-to-D update.   For example, the A-to-D update rate for an Analog Scale is 17 hertz when the Application Type is set to Process Application.  Then, the Controller application must be ready to process the next input field in 58 milliseconds.

To control the pace of the input rotation, Controller may request the next field from the input rotation by alternating between commands 1 and 2.  The Controller needs to change the command value so that the Q.iMPACT knows when the Controller is requesting a new field.  Then, the Controller controls when the Q.iMPACT switches to the next field of input rotation.

Commands 10 through 29 are "Report Data" commands.  As long as one of the Report Data commands is in the Scale Command, the Q.iMPACT will report the requested data and will not report data from the input rotation.

When the Controller requests a real-time field from the Q.iMPACT, the Q.iMPACT acknowledges the command only once but sends a new value for that field at every analog-to-digital weight update.  The Controller requests real-time fields either through the report data command or through the input rotation.

When the Controller requests a static field from the Q.iMPACT, the Q.iMPACT acknowledges the command once and sets a new value for that field in the output register once.  However, that value remains in the output register until the Controller issues another command.   Examples of static fields are setpoint and filter values.

After acknowledging the previous command, the Q.iMPACT will act on a new command only when the Controller sets a new value in a Scale Command in the Controller Output message. 

9.2.2 PRIVATE 
Controller Output -> Q.iMPACT Assembly Formattc "2.2.1
PLC Output Message Format\:"
The Controller Output Assembly has four “scale slots”.  Typically, the user assigns one slot per scale in the Q.iMPACT “Config Options” menu.  However, the user can increase the bandwidth of the I/O channel for one or two scales by selecting only one or two scales in the “Config Options” menu.  The Q.iMPACT uses the following criteria for assigning scale slots to scales:

· If the user selects only one scale in the “Config Options” menu, then the Q.iMPACT assigns slots 1 and 2 for communicating the scale data with the Controller.

· When you select only two scales, then the Q.iMPACT assigns slots 1 and 3 for communicating scale 1 data with the Controller; and it assigns slots 2 and 4 for communicating scale 2 data with the Controller.

· If the user selects more than two scales, then the Q.iMPACT assigns one scale per scale slot.

Byte 0-1
Reserved

Byte 2-7
Scale Slot 1

Byte 8-13
Scale Slot 2

Byte 14-19
Scale Slot 3 

Byte 20-25
Scale Slot 4

The following table shows the format of Controller Output Assembly for each scale slot:

	Offset
	Descriptor Label
	Short Name
	Data Type
	Access

	0
	Scale Command
	Command
	Integer
	Engineer

	2
	Floating Point Value
	FPValue
	IEEE Float 32
	Engineer

	Length = 6


9.2.2.1 PRIVATE 
Controller Output Scale Command Valuestc "2.2.2
PLC Output Scale Commands"
Dec
Hex
Command

0
00
Report next field from input rotation at next A-to-D update (*7)

1
01
Report next field from input rotation (*6,*7)

2
02
Report next field from input rotation (*6,*7)

3
03
Reset Input Rotation

10
0a
Report Gross Weight (*2,*7)
11
0b
Report Net Weight (*2,*7)
12
0c
Report Tare Weight (*2,*7)
13
0d
Report Fine Gross Weight (*2,*7)
14
0e
Report Fine Net Weight  (*2,*7)
15
0f
Report Fine Tare Weight (*2,*7)
16
10
Report Rate (*2,*7)
17
11
Report JagBasic Custom Input 1 to Controller (*2,*7)
18
12
Report JagBasic Custom Input 2 to Controller (*2,*7)

19
13
Report Low-Pass Filter Corner Frequency (*2)
20
14
Report Notch Filter Frequency (*2)
21
15
Report Setpoint 1 Coincidence Value  (*2,*4)
22
16
Report Setpoint 2 Coincidence Value  (*2,*4)
23
17
Report Setpoint 1 Dribble Value  (*2,*4)
24
18
Report Setpoint 2 Dribble Value  (*2,*4)
25
19
Report Setpoint 1 Tolerance Value  (*2,*4)
27
1b
Report JagBasic Custom Input 3 to Controller (*2)
28
1c
Report JagBasic Custom Input 4 to Controller (*2)

29
1d
Report Error After Error Indication (*2)

30
1e
Report Primary Units - Low Increment Size (*2)

40
28
Add Gross Weight to Input Rotation

41
29
Add Net Weight to Input Rotation

42
2a
Add Tare Weight to Input Rotation

43
2b
Add Fine Gross Weight to Input Rotation

44
2c
Add Fine Net Weight to Input Rotation

45
2d
Add Fine Tare Weight to Input Rotation

46
2e
Add Rate to Input Rotation

47
2f
Add JagBasic Custom Input 1 to Controller to Input Rotation

48
30
Add JagBasic Custom Input 2 to Controller to Input Rotation

60
3c
Set Programmable Tare  (*3)
61
3d
Set Push-Button Tare 

62
3e
Clear Command

63
3f
Print Command

64
40
Zero Command

65
41
Select Scale A

66
42
Select Scale B

67
43
Select Other Scale

68
44
Custom Print 1 Command

69
45
Custom Print 2 Command

70
46
Custom Print 3 Command

71
47
Custom Print 4 Command

72
48
Custom Print 5 Command

73
49
Set Low-Pass Filter Corner Frequency  (*3)

74
4a
Set Notch Filter Frequency  (*3)

75
4b
Reset Escape Key

78
4e
Disable Error Display

79
4f
Enable Error Display

80
50
Set Normal Display Mode

81
51
Display Literal 1

82
52
Display Literal 2

83
53
Display Literal 3

84
54
Display Literal 4

85
55
Display Literal 5

87
57
Display Literal in Shared Data Block of  Message

88
58
Disable Numeric Display

89
59
Enable Numeric Display

90
5a
Set Discrete Output 1 = ON

91
5b
Set Discrete Output 2 = ON

92
5c
Set Discrete Output 3 = ON

93
5d
Set Discrete Output 4 = ON

100
64
Set Discrete Output 1 = OFF

101
65
Set Discrete Output 2 = OFF

102
66
Set Discrete Output 3 = OFF

103
67
Set Discrete Output 4 = OFF

110
6e
Set Setpoint 1 Coincidence Value (*3,*4)
111
6f
Set Setpoint 1 Dribble Value (*3,*4)

112
70
Set Setpoint 1 Tolerance Value (*3,*4)

114
72
Setpoint 1 = Enabled (*4)

115
73
Setpoint 1 = Disabled  (*4)

116
74
Setpoint 1 = Gross Weight  (*4)

117
75
Setpoint 1 = Net Weight  (*4)

118
76
Setpoint 1 = Rate  (*4)

119
77
Setpoint 1 = Filling  (*4)

120
78
Setpoint 1 = Discharging  (*4)

121
79
Setpoint 1 = Latching Enabled   (*4)

122
7a
Setpoint 1 = Latching Disabled (*4)

123
7b
Setpoint 1 = Reset Latch  (*4)

130
82
Set Setpoint 2 Coincidence Value (*3,*4)
131
83
Set Setpoint 2 Dribble Value (*3,*4)

134
86
Setpoint 2 = Enabled  (*4)

135
87
Setpoint 2 = Disabled  (*4)

136
88
Setpoint 2 = Gross Weight  (*4)

137
89
Setpoint 2 = Net Weight  (*4)

138
8a
Setpoint 2 = Rate  (*4)

139
8b
Setpoint 2 = Filling  (*4)

140
8c
Setpoint 2 = Discharging  (*4)

141
8d
Setpoint 2 = Latching Enabled  (*4)

142
8e
Setpoint 2 = Latching Disabled (*4)

143
8f
Setpoint 2 = Reset Latch  (*4)

150
96
Set JagBasic Custom Output 1 From Controller  (*5)
151
97
Set JagBasic Custom Output 2 From Controller (*5)
152
98
Set JagBasic Custom Output 3 From Controller  (*5)
153
99
Set JagBasic Custom Output 4 From Controller  (*5)
160
a0
Apply Scale Setup

161
a1
Write Scale Calibration Parameters to EEPROM

162
a2
Disable Tare from Q.iMPACT Control Panel

163
a3
Enable Tare from Q.iMPACT Control Panel

*2 indicates commands that require the Q.iMPACT to report a specific value in the Controller input message.  As long as one of these commands is in the Scale Command, the Q.iMPACT will respond with the requested data and not with data from the input rotation.
*3 indicates commands that require a floating point value output from the Controller to the Q.iMPACT.  The Q.iMPACT reflects back the floating point value in the floating point register of input message to the Controller.

*4 indicates that the setpoint numbers are relative to each scale in the Q.iMPACT.  Scale A uses Setpoints 1 and 2.  Scale B uses Setpoints 3 and 4.  Scale C uses Setpoints 5 and 6.  Scale D uses Setpoints 7 and 8.  Scale E uses Setpoints 9 and 10.
*5 indicates commands where the JagBasic Application and the Controller define the format of the data which has a length of four bytes.
*6 indicates commands that the Controller uses to select the next field from the input rotation.  The Controller must alternate between these two commands to tell the Q.iMPACT when to switch to the next field of the input rotation.

*7 indicates commands that request real-time fields from the Q.iMPACT.  The Q.iMPACT updates the input register to the Controller at the A-to-D update rate of  scale.

9.2.3 PRIVATE 
Floating Point Q.iMPACT->Controller Input Assembly tc "2.3  Floating Point PLC Input Message Format  ( Jaguar -> PLC )"
The Floating Point Controller Input Assembly has four “scale slots”.  Section 10.1.2 describes the criteria for assigning scales to scale slots. 

Byte 0-7
Scale Slot 1 

Byte 8-15
Scale Slot 2 

Byte 16-23
Scale Slot 3 

Byte 24-31
Scale Slot 4

The following table shows the format of each scale slot.

	Offset
	Descriptor Label
	Short Name
	Data Type
	Access

	0
	Reserved
	Reserved
	Byte
	Engineer

	1
	Bits 0-4  “Floating Point Input Indicator”

     0 =Gross Weight (*9)

     1 = Net Weight     (*9)
     2 = Tare Weight   (*9)
     3 = Fine Gross Weight (*9)
     4 = Fine Net Weight    (*9)
     5 = Fine Tare Weight  (*9)
     6 = Rate  (*9)
     7 = JagBasic Custom Variable 1  (*9)
     8 = JagBasic Custom Variable 2  (*9)
     9 = JagBasic Custom Variable 3

   10 = JagBasic Custom Variable 4

   11 = Low-Pass Filter Corner Frequency

   12 = Notch Filter Frequency

   13 = Setpoint 1 Coincidence

   14 = Setpoint 2 Coincidence

   15 = Setpoint 1 Dribble

   16 = Setpoint 2 Dribble

   17 = Setpoint 1 Tolerance

   18 = Primary Units-Low Increment Size

   19-28 
Reserved

   29 = Last Q.iMPACT Error Code

   30 = No Data Response – Command Success  

   31 = No Data Response – Command Failed

Bit 5       “Data Integrity Bit 1” 
Bits 6-7  “Command Acknowledge”
	FPIndicator

Integrity1

CommandAck
	8 Binary
	Engineer

	2
	“Floating Point Value”
	FPValue
	IEEE Float 32
	Engineer

	6
	 0   “Setpoint 1 Feeding”

 1   “Setpoint 2 Feeding”

 2   “Setpoint 1 Fast Feeding”

 3   “Setpoint 2 Fast Feeding”

 4   “Setpoint 1 In Tolerance”

 5   “Scale Selected” (weight on local display)

 6   “JagBasic Custom Bit 1”

 7   “JagBasic Custom Bit 2”

 8   “Escape Keystroke”

 9   “Discrete Input 1”

10  “Discrete Input 2”

11  “Discrete Input 3”

12  “Motion Bit”

13  “Net Weight Mode”

14  “Data Integrity Bit 2” 

15  “Data OK/Error Indication”
	SP1Feeding

SP2Feeding

SP1FastFeed

SP2FastFeed

SP1Tolerance

ScaleSelectd

JagBasic1

JagBasic2

EscKeystroke

DiscrtInput1

DiscrtInput2

DiscrtInput3

MotionBit

NetMode

Integrity2

DataOK
	16 Binary
	Engineer

	Length = 8 bytes


*9 indicates real-time fields that the Controller may request the field either through the input rotation or through “report” commands.   The Q.iMPACT may request the other fields only from the “report” commands.

After processing a Controller Command, the Q.iMPACT acknowledges it by setting a new value in the two Command Acknowledge bits.  The Q.iMPACT rotates sequentially among values 1, 2, 3, 1, 2, 3, 1, 2, ... to acknowledge that it has recognized and processed a new, non-Null Command.  When the Controller sees a new, non-zero value in the Command Acknowledge bits, it must verify the value is in sequence to confirm that the Q.iMPACT has successfully completed the last command.  The default value for the Command Acknowledge bits is 0.

The Floating Point Input Indicator bits tell the Controller what value is currently in Scale Single-Precision Floating Point Value.  The Controller can set up a rotation of up to nine different fields by sending output commands to the Q.iMPACT.  Values 0, 1, 2, 3, 4, 5, 6, 7, 13 and 14 represent floating point fields that may be part of the input rotation. The Controller can also issue a command to request that the Q.iMPACT report a specific value. 

There are two custom status bits that a JagBasic application can use to communicate special status’s to the Controller.  Use them wisely.  The JagBasic application and Controller define the meaning of these bits.

The Data OK/Error indication bit reports scale over capacity, scale under zero, scale communication, and cluster communication off-line error conditions.  When the Controller sees an error indication, it can send a command to the Q.iMPACT to get the latest error status.

The two Data Integrity Bits always have the same polarity, and they alternate polarity on each internal Assembly update.

9.3 FLOATING POINT MESSAGE FLOW EXAMPLES

Timings in the following examples are the timings of an Analog Scale card operating in the “Process Application” mode at 17 weight readings per second.

9.3.1 Sequence to Setup Simple Setpoint

Controller Program Action
Controller I/O Registers

Jaguar I/O Registers

Jaguar  Action











At A-to-D ~ 58 ms

Set  SP Coincidence

Command=110
>>>>>>>>>>>
Command=110

Write SP Coincidence 

Set Command = 110

FP = SP Coin 


FP =  SP Coin    

to Shared Data.




FPI=13,Ack=1


FPI=13,Ack=1

Increment Ack. Bits

Wait for Ack

FP =  SP Coin
<<<<<<<<<<<
FP = SP Coin

FPI = 13

Verify FPI, SP

Scale Status 


Scale Status          

FP = SP Coin Value












At A-to-D ~ 58 ms

Set Command = 114

Command=114
>>>>>>>>>>>
Command=114

Write Enable Scale A

(Enable Setpoint) 

FP = Null        


FP = Null         

to Shared Data. 











Restart Setpoints.




FPI=30,Ack=2


FPI=30,Ack=2

Increment Ack. Bits

Wait for Ack

FP=Null

<<<<<<<<<<<
FP=Null 


FPI = 30

Verify FPI


Scale Status 


Scale Status          

FP = Null

9.3.2  Sequence to Setup Input Rotation for Gross Weight and Rate

Controller Program Action
Controller I/O Registers

Jaguar I/O Registers

Jaguar Action











At A-to-D ~ 58 ms

Set Command = 3

Command = 3
>>>>>>>>>>>
Command = 3

Reset Input Rotation

(Reset Input Rotation)

FP = Null            


FP = Null              





FPI=30,Ack=3


FPI=30,Ack=3

Increment Ack. Bits

Wait for Ack

FP = Null

<<<<<<<<<<<
FP = Null


FPI = 30

Verify FPI


Scale Status 


Scale Status          

FP = Null











At A-to-D ~ 58 ms

Set Command = 46

Command 46
>>>>>>>>>>>
Command 46

Add Rate to Input

(Add Rate to Rotation)
FP = Null            


FP = Null              

Rotation.




FPI=30,Ack=1


FPI=30,Ack=1

Increment Ack. Bits

Wait for Ack

FP = Null

<<<<<<<<<<<
FP = Null


FPI = 30

Verify FPI


Scale Status 


Scale Status          

FP = Null











At A-to-D ~ 58 ms

Set Command = 40

Command 40
>>>>>>>>>>>
Command 40

Add Gross Weight

(Add Gross Weight)

FP = Null            


FP = Null              

to Input Rotation.




FPI=30,Ack=2


FPI=30,Ack=2

Increment Ack. Bits

Wait for Ack

FP = Null

<<<<<<<<<<<
FP = Null


FPI = 30

Verify FPI


Scale Status 


Scale Status          

FP = Null

9.3.3 Sequence for Gross Weight and Rate Input Rotation Paced by Controller

Controller Program Action
Controller I/O Registers

Jaguar I/O Registers

Jaguar Action











At A-to-D ~ 58 ms

Set Command = 1

Command = 1
>>>>>>>>>>>
Command = 1

New Command.




FP = Null            


FP = Null              

Go to next field in

 









Input Rotation.




FPI=6,Ack=3


FPI=6,Ack=3

Increment Ack Bits.




FP = Rate

<<<<<<<<<<<
FP = Rate


FPI = 6




Scale Status 


Scale Status

FP = New Rate.











At A-to-D ~ 58 ms




Command = 1
>>>>>>>>>>>
Command = 1

Same Command.




FP = Null            


FP = Null              


Wait for Ack.

FPI=6,Ack=3

 
FPI=6,Ack=3

Send Same Ack

Verify FPI.

FP = Rate

<<<<<<<<<<<
FP = Rate


FPI = 6

Process Rate.

Scale Status 


Scale Status

FP = New Rate.











At A-to-D ~ 58 ms

Set Command = 2

Command = 2
>>>>>>>>>>>
Command = 2

New Command.

 


FP = Null            


FP = Null              

Go to next field in 










Input Rotation.




FPI=0,Ack=1


FPI=0,Ack=1

Increment Ack Bits.




FP = Gross Wt
<<<<<<<<<<<
FP = Gross Wt

FPI = 0




Scale Status 


Scale Status

FP = New Gross 

Weight.











At A-to-D ~ 58 ms




Command = 2 
>>>>>>>>>>>
Command = 2

Same Command.




FP = Null            


FP = Null              


Wait for Ack.

FPI=0,Ack=1


FPI=0,Ack=1

Send Same Ack

Verify FPI.

FP = Gross Wt
<<<<<<<<<<<
FP = Gross Wt

FPI = 0

Process Gross Weight.
Scale Status 
    

Scale Status

FP = New Gross 

Weight.

9.3.4 Sequence for Gross Weight and Rate Input Rotation Paced by Jaguar

Controller Program Action
Controller I/O Registers

Jaguar I/O Registers

Jaguar Action











At A-to-D ~ 58 ms

Set Command = 0

Command = 0
>>>>>>>>>>>
Command = 0

Go to next field of




FP = Null            


FP = Null              

Input Rotation.




FPI=6,Ack=0


FPI=6,Ack=0

Ack = 0.

Wait for new FPI.

FP = Rate

<<<<<<<<<<<
FP = Rate


FPI = 6.

Process Gross Weight.
Scale Status        


Scale Status

FP = New Rate.











At A-to-D ~ 58 ms




Command = 0
>>>>>>>>>>>
Command = 0

Go to next field in




FP = Null            


FP = Null              

Input Rotation.




FPI=0,Ack=0


FPI=0,Ack=0

Ack = 0.

Wait for new FPI.

FP = Gross Wt
<<<<<<<<<<<
FP = Gross Wt

FPI = 0.

Process Gross Weight

Scale Status        


Scale Status

FP = New Gross 

Weight.











At A-to-D ~ 58 ms




Command = 0
>>>>>>>>>>>
Command = 0

Go to next field in




FP = Null            


FP = Null              

Input Rotation.




FPI=6,Ack=0


FPI=6,Ack=0

Ack = 0.

Wait for new FPI.

FP = Rate

<<<<<<<<<<<
FP = Rate


FPI = 6.

Process Rate.

Scale Status        


Scale Status

FP = New Rate.











At A-to-D ~ 58 ms




Command = 0
>>>>>>>>>>>
Command = 0

Go to next field in




FP = Null            


FP = Null              

Input Rotation.




FPI=0,Ack=0


FPI=0,Ack=0

Ack = 0.

Wait for new FPI.

FP = Gross Wt
<<<<<<<<<<<
FP = Gross Wt

FPI = 0.

Process Gross Weight

Scale Status        


Scale Status

FP = New Gross 

Weight.











At A-to-D ~ 58 ms




Command = 0
>>>>>>>>>>>
Command = 0

Go to next field in




FP = Null            


FP = Null              

Input Rotation.




FPI=6,Ack=0


FPI=6,Ack=0

Ack = 0.

Wait for new FPI.

FP = Rate

<<<<<<<<<<<
FP = Rate


FPI = 6.

Process Rate.

Scale Status       


Scale Status

FP = New Rate.

10 Change History

February 22, 2001 
Section 6.2 Message #3 - Added further explanation to the “Invalid Mode” Error Status.  Added additional statuses to the Last Material Transfer Status and Command Status. 

Section 5.2 Message #1 – Added “Erratic or Low Flow” Status to Status 2 field.  Add “Gain/Loss In Weight” Status to Status 2 field. 

May 3, 2001
Section 6.1 Message #2 – Changed Display Message field to Material Transfer ID.

May 7, 2001

Section 5.2 Message #1 – Added “Fast Flow Rate Alarm” to Status 2.

May 10, 2001
Changed references to “instruments” to “instrument channels”. 

Section 6.2 Message #3 - Enhanced error statuses in Command Response. Added Class, Instance Number for Message command.

Section 6.1 Message #2. Added Class, Instance Number for Message command.

May 17, 2001

Section 5.2 Message #1 – Added “Wait For Overlap Feed” to Status 2.

May 22, 2001

Section 6.2 Message #3 – Added last material transfer status # 22




Section 6.1 Message #2 – Added further explanation to field 5 & 6.

May 30, 2001

Section 6.2 Message #3 – Added Command Status #29.  Deleted 

Material Transfer Status #5

May 31, 2001

Section 5.2 Message #1 –  Added/clarified overlapped feed status bits

June 12, 2001

Section 5.2 Message #2 – Added “Awaiting Start Stability” status.




Section 6.2 Message #3 – Added Material Transfer Status # 23

June 20, 2001
Section 5.2 Message #2 – Added “Group Number” for Overlapping Feeds.  


Entire Document – Removed “Unit” as a separately identifiable and addressable entity within the Q.iMPACT.

July 10, 2001
Section 8. Increased # of Scale Slots to 5.

August 10, 2001
Section 5.2.  Rearranged Realtime Status fields due to new requirements.


Section 6.2. Added some additional statuses.

September 5, 2001
Section 5.1. Decreased I/O assembly buffer size from 500 to 496 bytes.

September 6, 2001
Section 6.1. Changed “^” to ”~” in display message. Section 6.2. Changed Material Transfer Qualifiers from 16 binary to 32 Binary to align floats on 32-bit boundary. 

October 26, 2001
Changed JAGXTREME to Q.iMPACT.  Added description of Assembly Slots to Section 5.1.  Added a paragraph describing sequence numbers to Section 6.  Inserted reserved fields to messages described in Sections 6.1 and 6.2.  These reserved fields to do not change the format of the messages but identify parts of the messages that are not being used.  Added Section 8 & 9.

November 2, 2001
Enhanced the description in Section 6.  Added Section 8.1.  Added time limit value to “Turn on FCE in Manual Mode” in Message #2, Section 6.1.

November 9, 2001
Enhanced the bridging description in Section 2.4.

November 13, 2001
Added optional time value to “Reset Slow Step Timer” command in Message #2, Section 6.1.

November 30, 2001
Added “-9999” 32-year timeout to “Turn On FCE” command in Message #2, Section 6.1.  Added “Power Failure” qualifier status and last material transfer status in Message #3, Section 6.2.  Added description of dynamic-map-building in Section 8.

December 7, 2001
Modified Command Status #3, added Material Transfer Status # 25, and modified Disclaimer statement in Message #3, Section 6.2.  Modified history record contents, described in Section 9.

December 14, 2001
Added more description of connected/unconnected messaging in Section 2.2.  Added more description of PLC5 CIP features to Section 3.4.  Changed “Comm Integrity Bit” description in Section 5.2 Message #1.  Added Section 8.2 Checking Communications Integrity.  Corrected description PLC5 CIP features in Appendix 1.

January 11, 2002
Section 5.2 Message #1.  “Slow step timer = 0” may indicate an alarm.


Section 6.1 Message #2. “-9999” disables tolerance check.


Section 6.2 Message #3.  Added two Material Transfer Status values – 5 & 26.

January 27, 2002
Added Sections 8.1 and 8.3. 




Section 5.2 Message #1.  Changed PAC Integrity bit to alternating once 




Polarity once every five seconds.




Secton 6.1 Message #2.  Added “validating integrity” command.




Section 6.2 Message #3.  Added Command Status 34 – device not 

Calibrated properly

11 Appendix 1 - Rockwell Automation Controllers

1. The ControlLogix (CLX) currently has a Generic ControlNet Device Driver that has the following CIP messaging features:

· Class 1, Connected, Scheduled Messages have a maximum data size of 496 bytes.

· Unconnected, Unscheduled, Explicit Messages -- using ControlNet Object, Instance, Attribute tag names.

· NO Class 3 Connected Messages

2. Unconnected Messaging:

· Unconnected messages have the lowest priority.

· Unconnected messages (and message buffers) are used for establishing connections.

· In CLX Generic Driver, there are 10 unconnected message buffers.  If you use all 10 buffers, then the driver drops further messages on the floor.  In the next software release, Rockwell Automation intends to increase the number of unconnected message buffers to 20 with some pre-allocated to establishing I/O connections.

· The Ladder Logic program initiates messages by request.

3. Rockwell Automation is planning a feature where you can develop a custom CLX Device Driver with the messaging features you need, but this is in the future with no committed schedule.

4. RsLogix Software has a limitation where only one ControlLogix can talk to an I/O Device.  That is, multiple CLX’s cannot communicate to a single Q.iMPACT, but multiple CLX’s can talk among each other.

5. CLX supports Data Table Objects 

· Supported by PCCC Object Server

· Class 3, Connected, Unscheduled, Explicit Messages

· Data Table Objects require separate read and write messages.  That is, you can only return a simple success/fail status on a write command.  To get a complex response, you need to issue a separate read command.

· The ControlNet protocol command has a “Symbolic Segment” identifier, a length, a symbolic name, and one or more values.  The format of the values is “free format” as long as the Q.iMPACT and the CLX Ladder Program agree on the format.

· CLX allows you can to mix data types in the value’s string.

· The ControlNet Master Library (CML) that we are using in our ControlNet board has a bug in supporting Data Table Objects.  Rockwell has a fix for this bug that they can supply.  Pyramid Solutions would need to enable this feature in our ControlNet firmware.

· You can find out more about Data Table Objects on the Web at www.ab.com/manuals.  Browse for the “Data Access Manual” under ControlLogix.

6. PLC 5 supports the following CIP features:

· Class 1, Connected, Scheduled messaging.  You need the Electronic Data Sheet (EDS) for RsNetworx to define data formats.

· ControlNet I/O (CIO) supports connected, unscheduled, explicit messaging -- using ControlNet Object, Instance, Attribute tag names.

· Ray Romito is finding out if the PLC 5 ControlNet supports Data Table objects.

7. CLX will support the CIO messaging feature in RsLogix Release 10.

8. ProcessLogix (PLX) supports the following CIP Messaging:

· Class 1, Connected, Scheduled Messaging.  Exchange Blocks with a Peer Controller.

· Honeywell is developing a Control Logic Library for Plantscape to communicate with the Q.iMPACT with the following features:

· Class 1, Connected, Unscheduled, Cyclic

· Class 3, Connected, Explicit using symbolic tag names.

· Technically, we can use the Honeywell Control Logic Library on the PLX without problems. Jeffrey Shearer is looking into the licensing agreement with Honeywell needed to use the library on PLX.

9. ProcessLogix (PLX) also supports Data Table objects, but you cannot mix data types within the value’s string.

12 Appendix 2 – ControlNet Forward Open Request Example

UCMM PDU

02 62 01 F8 54 02 20 06 24 01 05 99 00 00 00 00 00 00 00 00 06 00 01 00 24 EA 05 00 00 00 00 00 50 C3 00 00 26 48 50 C3 00 00 2A 28 01 0A 41 01 34 04 00 00 00 00 00 00 00 00 20 04 24 FF 2C 04 2C 03
12.1 Forward Open Service Parameters

	Parameter Name
	Parameter Value
	Comment

	Priority & Tick
	05
	

	Connection Timeout Ticks
	99
	

	O2T CID
	00 00 00 00
	

	T2O CID
	00 00 00 00
	

	Connection Serial Number
	06 00
	

	Vendor ID
	01 00
	

	Originator Serial Number
	24 EA 05 00
	

	Timeout Multiplier
	00
	

	 Reserved
	00 00 00
	

	O2T RPI
	50 C3 00 00
	User-configurable.

	O2T Parameters
	26 48
	Multicast, variable, high priority connection. Size is user-configurable.

	T2O RPI
	50 C3 00 00
	User Configurable.

	T2O Parameters
	2A 28
	Multicast, variable, scheduled priority connection. Size is user-configurable.

	Transport Type/Trigger
	01
	Class 1 (duplicate detection), cyclic trigger.

	Connection Path Size
	0A
	

	Connection Path
	41 01 34 04 00 00 00 00 00 00 00 00 20 04 24 FF 2C 04 2C 03
	schedule, electronic key, class, instance, and connection point segments. Connect to Assembly Object points 4 and 3.


Appendix 3 - Configuring ControlLogix to use input only connections. 

This configuration is done in the Module Properties dialog for the Generic EtherNet/ControlNet device.  Select "Input Data - SINT" from the Comm Format list.  Normally "Data - SINT" is selected for two-way communications with the

Jag.  Fill in the Input Assembly parameters (i.e., Instance = 10, Size = 496). The Output Assembly size is disabled, leaving only the instance.  Enter 255.
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This appendix describes the Controller Driver code that interacts with the Q.iMPACT to start and control feeds.  These details supplement the controller messaging drawings in Section 7 of this document.  When the Controller Application sets the Message #2 data described in Section 6.1, the Controller Driver needs to know when to send this message and what to do with it.  This appendix covers different scenarios.  It does not include other details for communicating via cyclic or unscheduled messaging with the Q.iMPACT.

As a general note, anytime after sending an unsolicited message, the Controller Driver should clear the data registers in Message #2 to allow the Controller Application code to know when it is OK to send a new command.  Additionally, the driver should clear data space for the response Message #3, before sending the request so that the Controller Application code uses only the updated data. 

The Controller Driver provided by Honeywell & Rockwell must do the following:

· If Message #2, Offset 4, described in Section 6.1, contains a command number that the Controller Application code has just populated, the Controller Driver sends a Set Attributes (Class 84) Message with this data.  

· Clear the instrument channel data space for response Message #3.

· Then the Controller Driver sends a Get Attributes Message (Class 85) to the retrieve Command Status in Message #3, offset 5.  

· If the command status (Message #3 offset 5) = 6 (Command not Complete), keep sending Get attributes Message.  

· Clear the Message #2 data space (Section 6.1).

· If the Message #2 previously had a command value equal to 1, 2, 3, 5  (start feed) and the Command Status is equal to SUCCESS (=0,1,2,3,4) OR WARNING (= 28, 31, 32) 
· Then monitor the Cyclic data (Section 5.2), for Offset 1, bit 7 “Waiting for Controller to Ack Last Material Transfer”. 

· Send Set Attributes messages (Message #2, Class 84) with Offset 4, command =4 (Section 6.1).

· Send Get Attributes message (Message #3, Class 85) and place data in instrument channel data space.

· Clear Message #2

· If the Message #2 previously had a command value equal to 1, 2, 3, 5 (start feed) and the Command Status (Section 6.2) has an ERROR value (7 thru 27, 30, and 33)

· Send Get Attributes message (Class 85) and place data in Channel data space.

· Clear Message #2.

· If the unsolicted message fails to reach the Q.iMPACT, retry sending 3 times, then set a status message in the channel data space (somewhere) that signals that communication failed.  ( Rockwell, Honeywell – if you have some other ideas of what to do to make this handshake robust, please add details).
Additionally, the Controller Driver must provide a mechanism for maintaining software revision number.  This can be as simple as a data tag that contains a revision number that is updated manually to make tracking changes during testing and future implementation easier.
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